Bundle Adjustment from Sonar Images and SLAM Application for Seafloor Mapping
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Abstract—This paper reports on two-view bundle adjustment using sonar images, specifically focusing on feature detection and a sensor measurement model for imaging sonar. To overcome limited sensor information for underwater navigation, we use Dual frequency IDentification SONar (DIDSON) in the imaging mode to provide spatial constraints when a scene is revisited. Unlike terrestrial images, sonar images are usually low resolution with highly speckled noise. We found that exploiting features from nonlinear scale space improves feature detection. In this paper, we adopt KAZE features and use random sample consensus (RANSAC) to refine correspondences. Using these correspondences, we propose point-based relative pose estimation via bundle adjustment. The target application that this work focuses on is underwater seafloor mapping, and the proposed model assumes a fixed elevation. Through this work, we present (i) validation of nonlinear scale space features for sonar images and (ii) proposal of a sonar sensor measurement model for underwater simultaneous localization and mapping (SLAM). The proposed method will be validated through both synthetic data sets and a tank test for seafloor mapping.

I. INTRODUCTION

Underwater navigation is challenging due to the limited sources of sensors for mapping and localization. The medium of water prevents conventional communication and global positioning system (GPS) signal from penetrating through water and being used for navigation. Despite these challenges, the robotics community has searched for solutions in underwater navigation (e.g., underwater ship hull [1], dam [2], pipeline inspection [3] and under-ice exploration [4]).

For this GPS-denied environment, SLAM presents a navigation method. Visual recognition for reducing navigation uncertainty has been the main idea of SLAM. By recognizing previously visited places, a robot can reduce the navigation uncertainty and correct error. Despite challenges that the underwater optical camera poses, several successful implementations can be found in the underwater visual SLAM literature. Williams and Mahon [5] successfully mapped the Great Barrier Reef using bottom looking cameras. Mapping of the Titanic using visual SLAM was reported by Eustice et al. [6]. Medagoda et al. [7] proposed a method that improves mid-water column navigation also using visual SLAM. More recently, Kim and Eustice [8] presented visual SLAM implemented on an autonomous underwater vehicle (AUV) to correct longitudinal drift on the ship hull.

For underwater application, sonar has been a popular sensor due to its robustness and independence of turbidity in water. However, using sonar for direct navigation addresses many challenges. Sonar images are usually low resolution, and estimating motion from sonar sensor information is not straightforward. One challenge is at elevation ambiguity. For optical images, the epipolar geometry from multiple views offers the 3-D scene interpretation. However, there is scale factor ambiguity. In contrast, measurements of 2-D imaging sonar are composed of range and azimuth from 3-D scene, excepting the elevation. The unknown elevation generates the motion ambiguity problem of a plane as theoretically proved by Negahdaripour [9]. The 3-D motion estimation from imaging sonar is treated as a nonlinear optimization problem in [10], [11]. According to the result in [11], the uncertainty of translation is higher for z directional translation while rotation uncertainty is higher for x and y rotations (roll, pitch) due to elevation ambiguity.

To find matched images from different poses, various imaging sonar registration techniques based on local feature-based, region-based, and Fourier-based approaches have been proposed in [1], [12]–[14]. As a region-based approach, the Nor-
nal Distribution Transform (NDT) was successfully applied by [15]. Similarly, [13] propose a method using a cluster-based Gaussian map. On the other hand, the image transformation parameters were calculated in Fourier domain in [12]. In [14] and [16], authors employ the method based on a point feature for optical images. However, they are highly sensitive to low-resolution sonar images with speckle noise. Other successful sonar-based navigation is reported in [1] and [17]. [1] uses DIDSON in two different modes to map the environment and localize the robot to the built map. [17] incorporated SLAM to build a 3-D photomosaic using DIDSON 2-D imaging sonar data.

To overcome aforementioned issues, we propose two solutions to the aforementioned research questions. First, we examine nonlinear scale space features in sonar images and their robustness for an image matching purpose. Second, we propose a simplified motion model for imaging sonar to be used in underwater SLAM.

II. TWO-VIEW BUNDLE ADJUSTMENT

A. Overview

For SLAM implementation, we use the geometric constraint from a pair of sonar images with overlap to reduce navigation uncertainty and correct navigation drift. The geometric constraints are acquired by two-view bundle adjustment using the image pair. Fig. 1 represents the flow of two-view bundle adjustment for imaging sonar, which consists of the following three steps.

1) Feature extraction: For feature extraction and description, we use KAZE features. Computation efficiency is increased by using Accelerated-KAZE (A-KAZE) [18].
2) Correspondence refinement: Initial matching pairs are searched by NNDR matching process, using a k-dimensional tree (kd-tree) approach. For robust estimation, we perform the RANSAC-based homography for outlier rejection. This is appropriate because we assumed a planar surface model.
3) Two-view bundle adjustment: We obtain 6-DOF relative pose and its covariance by two-view bundle adjustment using our reprojection error model that is described in the next section §II-D.

B. KAZE Features

Conventional scale-invariant local feature detectors build linear scale space by Gaussian blurring (e.g., Scale Invariant Feature Transform (SIFT) [19] and Speeded Up Robust Features (SURF) [20]). Blurring in linear scale space does not preserve texture detail because it smoothes both noise and detail in equal scale. To cope with this issue, constructing nonlinear scale space has been addressed as in KAZE [21] and bilateral filter scale-invariant feature transform (BFSIFT) [22]. Focusing on the fact that sonar images have low resolution with highly speckled noise, we propose to use KAZE features [21] and extract features in a nonlinear scale space.

KAZE, however, is known to be slow for real-time implementation. It is computationally expensive to extract the KAZE feature for the Additive Operator Splitting (AOS) scheme to build nonlinear scale space and use Modified-SURF. According to [21], KAZE features require more expensive computation time than SURF or binary features, but are a little better than SIFT. To improve computation cost, a Fast Explicit Diffusion (FED) scheme and Modified-Local Difference Binary (M-LDB) descriptor apply to A-KAZE in [18]. By FED scheme, A-KAZE dramatically speeds up on building the nonlinear scale space. Furthermore, to enhance computational demand and lower memory requirement, they proposed an M-LDB descriptor to A-KAZE. It is rotation and scale invariant while the original LDB descriptor that is neither rotation nor scale invariant.

To better illustrate the effect of using nonlinear scale space, we provide comparison result of two scale spaces in Fig. 2.
The series of filtered images depict a comparison between the linear scale space and the nonlinear one using FED. As can be seen, strong image edges remain unaffected in nonlinear scale space (top). This can improve robustness for image matching in case of sonar images that are corrupted by speckle noise.

C. Sensor Coordinate Description

We start derivation by defining sonar sensor coordinate system. Similar to conventional imaging sonar geometry [9], [23]–[25], we represent a point, \( \mathbf{P}_s \), in a sonar sensor frame on both Cartesian and spherical coordinates.

\[
\mathbf{P}_s = \begin{bmatrix} X_s \\ Y_s \\ Z_s \end{bmatrix} = \mathbf{R} \begin{bmatrix} \cos \phi \sin \theta \\ \cos \phi \cos \theta \\ \sin \phi \end{bmatrix} \tag{1}
\]

[\[\begin{array}{c}
\theta \\
\phi \\
\mathbf{R}
\end{array}\] = \begin{bmatrix} \tan^{-1} \left( \frac{X_s}{\sqrt{Y_s^2 + Z_s^2}} \right) \\
\tan^{-1} \left( \frac{Z_s}{\sqrt{X_s^2 + Y_s^2}} \right)
\end{bmatrix}]

Using this relation, we define a point \( \mathbf{s} \) on an image plane that is defined on the zero elevation (\( \phi = 0 \)) in a spherical coordinate. Fig. 3 illustrates the projection of 3-D points onto the sonar image plane.

\[
\mathbf{s} = \begin{bmatrix} x_s \\ y_s \end{bmatrix} = \mathbf{R} \begin{bmatrix} \sin \theta \\ \cos \theta \end{bmatrix} \tag{2}
\]

We assume a point, \( \mathbf{P}_s \), that lies on a plane with surface normal \( \mathbf{n} = [n_x, n_y, n_z]^T \). The point on the plane with surface normal \( \mathbf{n} \) satisfies the equation \( \mathbf{P}_s \cdot \mathbf{n} = 1 \). In the spherical coordinates, the surface equation can be expressed in the form:

\[
(n_x \sin \theta + n_y \cos \theta) \cos \phi + n_z \sin \phi = \frac{1}{\mathbf{R}} \tag{3}
\]

Note that the elevation angle, \( \phi \), can be calculated from the plane representation in [25].

D. Sonar Measurement Model

Using the coordinate defined in the previous section, we now derive the sensor measurement model under motion. The motion is described as a transformation between the two sensor poses and is defined in terms of rotation matrix, \( \mathbf{R} \), and 3-D translation vector, \( \mathbf{t} \).

The reprojection error is evaluated to estimate the relative pose. A point \( \mathbf{s} = (x_s, y_s) \) in the first sonar image frame can be projected to the mapped point \( \mathbf{s}' = (x'_s, y'_s) \) on the second sonar image’s plane using the image-to-image transformation below.

\[
\begin{align*}
\begin{bmatrix} x_s \\ y_s \end{bmatrix} & \rightarrow \begin{bmatrix} X_s \\ Y_s \\ Z_s \end{bmatrix} \mathbf{R} \mathbf{R}' \begin{bmatrix} \cos \phi' \sin \theta' \\ \cos \phi' \cos \theta' \\ \sin \phi' \end{bmatrix} \\
\phi = 0 & \rightarrow \mathbf{R}' \begin{bmatrix} \sin \theta' \\ \cos \theta' \end{bmatrix} = \begin{bmatrix} x'_s \\ y'_s \end{bmatrix} \tag{4}
\end{align*}
\]

The point \( \mathbf{s} \) is transformed to a 3-D coordinate using a surface equation with a normal vector \( \mathbf{n} \). Then the 3-D point is transformed using the rotation \( \mathbf{R} \) and the translation \( \mathbf{t} \) and then the expression can be represented with spherical coordinates. By changing the elevation \( \phi \) for zero, we obtain image-to-image transformation \( h(\cdot) \). This transformation is described in Fig. 4.

Using this transformation, we define objective function to optimize for the relative pose \( (\mathbf{R}, \mathbf{t}) \) and the surface normal \( \mathbf{n} \). The objective function is to minimize the reprojection error between a sonar point \( \mathbf{s} \) and the estimated \( \hat{\mathbf{s}} \).

\[
\min_{\mathbf{h}, \hat{\mathbf{s}}} \sum_{i=1}^{N_c} d(s_i, \hat{s}_i)^2 + d(s'_i, \hat{s}'_i)^2 \\
\text{s.t.} \quad \hat{s}'_i = h(\hat{\mathbf{h}}, \hat{s}_i) \\
\text{where,} \quad \hat{\mathbf{h}} = [\mathbf{R}, \hat{\mathbf{t}}, \hat{\mathbf{n}}]^T \tag{5}
\]

In this optimization problem, \( s \) and \( \hat{s} \) indicates the measured points and the estimated points, and the notation \( d(\cdot) \) represent the Euclidean distance between a pair of points. A set of estimated rotation \( \hat{\mathbf{R}} \), translation \( \hat{\mathbf{t}} \) and surface normal \( \hat{\mathbf{n}} \) is denoted as \( \hat{\mathbf{h}} \). The image-to-image transformation \( h(\cdot) \) is given in (4).
We use this sensor measurement model in bundle adjustment [26] to generate a relative pose between two poses. The resulting pose constraints are then fed into SLAM back-end. We use incremental smoothing and mapping (iSAM) [27] to solve for optimal trajectory given the odometry and sonar constraints.

III. RESULTS

In this section, we evaluate the proposed sensor model using both synthetic and tank test data. A seafloor mapping mission is simulated with synthetic data by adjusting the floor flatness. For the tank test, sensor system is equipped with navigation sensors and DIDSON. For both datasets, a proposed sensor model is applied to provide sensor measurements to SLAM frameworks.

A. Synthetic Data Validation

A synthetic dataset consists of 3-D points on the floor which are then mapped into two synthetic sonar images. In the generation of synthetic data, we control the flatness of the ground plane while the vehicle performs seafloor mapping following a circular trajectory. The corresponding keypoints are synthetically generated using field of view (FOV) and vehicle poses as described in Fig. 5. We randomly sample 30 correspondences (red dots in Fig. 5(b)). The final synthetic data consists of 140 consecutive image frames.

Lastly, we fed these correspondences into the two-view image registration introduced in §II. The relative sonar measurements are then optimized in the SLAM back-end. To validate our sensor model in a SLAM framework, we corrupt synthetic navigation data with noise. Fig. 6 shows the comparison between trajectory with and without a sonar loop-closure. Odometry measurements tracking a circular path of path length 210 m is generated. The SLAM trajectory is consistent with the ground truth while the dead-reckoned (DR) trajectory diverges. More quantitative comparison can be found in Table I where the SLAM trajectory shows 10 times smaller error than the DR.

B. Sensitivity to Floor Flatness

In this paper, we assume a floor mapping scenario. To evaluate our assumption of flat floor plane, this section provides a short discussion on the pose estimation accuracy with respect to the floor flatness. In two-view bundle adjustment from the synthetic data, we evaluate reprojection error by changing the seafloor complexity.

Fig. 7 illustrates the change of the reprojection error as increasing the peak of seafloor height. The reprojection error

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>THE MAXIMUM TRAJECTORY ERROR OF SYNTHETIC DATA EXPERIMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximum error (m)</td>
<td>Dead Reckoning</td>
</tr>
<tr>
<td></td>
<td>11.733</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison of two trajectories. The red line represent the iSAM optimized trajectory with a sonar loop-closure, and the green line is result based on dead-reckoning alone. The ground truth is the blue line.
increases along with complexity due to assuming a planar surface model. We further examine the estimation sensitivity by analyzing the motion estimation. Table II describe uncertainty of the motion estimation of synthetic data. We investigate the uncertainty under a sample motion with a variance of seafloor height of 0.3m. The error shows somewhat differences depending on the type of motion and the direction. The rotational uncertainty is smaller in \( z \) direction than roll and pitch; there is less translation error in \( x-y \) direction than in \( z \) direction. This can be intuitively understood as the range and azimuth of the 3-D point are directly obtainable, and this direct information affects the estimation with elevation ambiguity.

**TABLE II**

| The motion estimation uncertainty in synthetic data, input translation \( \mathbf{T} = [1.5, 1.5, 1.5] \) (m) and rotation \( \mathbf{R} = [3, 3, 3] \) (deg). Complexity is (30 cm) |
|----------------|----------------|
| std of \( x \) directional translation (m) | 0.1046 |
| std of \( y \) directional translation (m) | 0.1162 |
| std of \( z \) directional translation (m) | 0.4989 |
| rotation (deg) | 2.8920 |
| 2.2126 |
| 0.7189 |

**C. Tank Test Validation**

To evaluate navigation performance using imaging sonar-based SLAM, we constructed a prototype with sensor packages that takes the form of AUV in Fig. 9. To acquire navigation data, the robot is equipped with NavQuest600 Micro Doppler velocity log (DVL), Honeywell HG1700 inertial measurement unit (IMU), and 1.8MHz Soundmetrics DIDSON imaging sonar. The odometry measurements are generated using these navigation sensors.

The tank (as in Fig. 9 (right)) is 3m by 3m with woods and rocks deployed on the floor. For the tank test validation, the platform moves following the square trajectory four times. The system moves on the surface maintaining the sensor system maneuver at a fixed depth. The odometry from DVL suffered from shallow water depth and a walled environment, and we incorporated sonar measurements to correct navigation drift. Despite of poor performance DVL, the geometric constraint from a pair of sonar images can guarantee more superior navigation quality. Whenever the sensor systems returns to the previously traveled track, two-view image registration is performed to provide loop-closure for SLAM.

The resulting SLAM trajectory is depicted in Fig. 8(a). It provides a comparison of SLAM trajectory estimate and DR. As shown in Fig. 8(a), the SLAM trajectory is a significant improvement over the DR trajectory. For easier visualization, Fig. 8(b) depicts a time elevation graph of SLAM trajectory with the constraint from image pairs.

Fig. 10 shows the change of pose uncertainty with respect to the mission time. We adopt a metric of pose uncertainty measure (\( |\Sigma_{rr}| \)) in [28]. As time goes on, the uncertainty of the pose using DR monotonically increases, whereas the SLAM result shows a sawtooth pattern with bounded uncertainty due to the constraints from sonar measurements. The increase and decrease of uncertainty is repeated whenever the sensor systems meet abundant features in a previously traveled region.

**IV. Conclusion**

This paper presented imaging sonar-based SLAM for seafloor mapping application. For two-view sensor measure-

---

Fig. 8. SLAM and time elevation graph from tank test. (a) The blue line in the figure indicate the SLAM trajectory and the green line indicate DR result. The red links indicate the constraints derived from non-temporally sequential sonar image pairs. (b) The vertical axis indicates elapsed time ratio. The SLAM trajectory error is six times smaller than the DR.
ments for imaging sonar, we introduce a KAZE feature that extracts features from nonlinear scale space. This allows us to extract robust features, especially when an image is low resolution with high noise. We found that KAZE features provide more reliable feature correspondences for two-view bundle adjustment. The resulting correspondences are refined using RANSAC, then piped into a two-view bundle adjustment algorithm. We use a sensor measure model derived for seafloor mapping to assume a flat floor. The proposed sensor measurement model is validated by using both synthetic and tank test dataset while a vehicle is performing seafloor mapping. Future work is aimed at improving the sensor model for a floor with high variation. We plan to focus on estimating distance from other sensors, such as DVL in order to remove elevation ambiguity.
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